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Abstract—This paper explores the recent explosion in university patenting This paper explores this issue in some detail, both as a

as a source of insight into the changing relationship between the universi ; T ; ; ;
and the private sector. Before the mid-1980s, university patents were r’r_ﬁzienomenon ofinterestin its own right and as a window into

highly cited, and were cited by more diverse patents, than a random sanifi@ changing role of universities as sources of technology for
of all patents. More recently several significant shifts in universitfhe private economy. A number of surveys and some detailed

patenting behavior have led to the disappearance of this difference. T| : : ;
our results suggest that between 1965 and 1988 the rate of increasg%:?e study work have documented substantial shifts in the

important patents from universities was much less than their overall ratetture of the relationship between universities and the
increase of patenting. private sector (Blumenthal (1986), Cohen et al. (1994),
David et al. (1992), and National Science Foundation

. Introduction (1982)). Here we focus on university patents, both because

RECENT work in both macroeconomic theory andpatents are a unique and highly visible method of “technol-

: : transfer” (Archibugi (1992), Basberg (1987), Boitani
technology policy has focused renewed attention on tREY transter .
role of spillovers in general and on university research d Ciciotti (1990), Schwartz (1988), and Trajtenberg

particular in driving economic growth (Caballero and Ja 990a)), and because their accessibility allows for a more

(1993) and Romer (1986, 1990)). Since universities are quprehensive analysis than is possible with either surveys
principle dedicated to the widespread dissemination of tﬂé\(/:\?sz study work. hensive datab istirall of
results of their research, university spillovers are likely to be € draw on a comprenensive database lcon_3|s_|rmj 0
disproportionately large and may thus be disproportionat tents assigned to universities or related institutions from

important (Dasgupta and David (1987), Jaffe (1989), Mert 65 until mid-1992, a 1% ra_ndom s_ample of all U.S.
(1973), Zucker et al. (1997), and National Academy datents granted over the same time period, and the complete
Sciences (1995)) ' ' set of all patents that cite either of these groups. We show

This focus on university research comes at a time Wth?'t averaged over the whole time period, university patents

universities have been under increasing pressure to transfife both more important and more general than the average

the results of their work into privately appropriable know(Patent, but that this difference has been declining over time,

edge. In 1980 and 1984 major changes in federal law madgqtthatbb)t;vthe I"t";e 19_805 \_/;/e ca:nn:)t f'_nd S|gn|f|é:z;1r?t d'ﬁzr'

significantly easier for universities to retain the propert ncesl ef ?lent etunl\\//ver3| Yy pa e;{r:hutnlt\t/]ersian de.ran om

rights to inventions deriving from federally funded researc amp'e of all patents. We suggest that the observed increase
n university patenting may reflect an increase in their

At the same time increasing competition for federal ré; it L tent” d ol tedi
sources has forced many universities to turn to alternatiyd OPeNsity to patent—and possibly an associated increase

sources of funding. Many universities have establishdy the rate of knowledge transfer to the private sector—

technology licensing offices and are actively pursuin@tssr than an increase in the output of “important” inven-

industrial support. . . . i . .
At first glance these changes appear to have had aThe paper is organized into five sections. The following
dramatic effect on the way in which university research gection describes our data, and explains some of the

transferred to the private sector. University patenting hgg,_tituti(_)nal chan_ges that appear to be driving the g_rowth of
exploded. In 1965 just 96 U.S. patents were granted to giversity patenting. Section Il demonstrates the difference

U.S. universities or related institutions. In 1992 almost 15 tween unl\_/ersny and other patents_ in the cﬁa_ﬂon—basgd
patents were granted to over 150 U.S. universities or relal gasures of |mportance, and the de_cllne of that thference In
institutions. This 15-fold increase in university patentin e1_9805. S(_ectlon v e_xplores poss!ble explanat.|0n5 for that
occurred over an interval in which total U.S. patenting€cline- SectionV provides concluding observations.

increased less than 50%, and patents granted to U.S. ) ,

inventors remained roughly constant. However, the extent to Il. - The Growth of University Patents

which this explosion should be taken as evidence of a large The Basic Numbers

increase in the contribution of universities to commercial

technology development depends on the extent to which itThis paper is part of a larger research project that exploits
represents more commercially useful inventions versus tthe declining cost of access to large quantities of patent data.
extent to which it represents simply increased filing of patelit prior work we have used patent data to show that

applications on marginal inventions. spillovers are geographically localized (Jaffe et al. (1993)),
that spillovers from university research are less likely to be
geographically localized than privately funded research
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patent (Trajtenberg et al. (1996)). Here we draw on these FIGURE 1.—INCREASE INPATENTING
data to explore how the quantity and “quality” of university o 7 90000
patents have changed over time, and to compare both to Total U.S, Patents oo om0
overall universe of U.S. patents. - . . al o
We use four sets of patents: all university patents grant£ = L\(,—«” R R so000 §
between 1965 and mid-1992 (12,804 patents); a 1% rand < Domestic U.S. Patents s £ ¢
sample of all U.S. patertoover the same period (19,535% Rontsesley = L ox T BE
patents); all patents after 1974 that cited the universis * o £
University Patents (Left Scale) 20000

patents (40,859 patents), and all patents after 1974 thatci
the random sample patents (42,147 patehtshr these .
patents we know the year of appllcatlf)me |dent|ty of the 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88

B

o

institution to which it is assigned, and the “patent class,” Application vear
detailed technological classification provided by the pate
office.

Figure 1 illustrates the dramatic increase in patentingv " Domestic 0
have already described. Panel A compares the rate « P ndvotiol RED. = el
university patenting to all U.S. patents and to domestic U§ « (RiontSoale w &
patents. Panel B shows university patenting relative iR o0 : .
university research, and an analogous ratio for the U3 et 53
industrial sector. University patenting has not only in§§3° w 8
creased, it has increased more rapidly than overall patentz = Patontmersy m §
and much more rapidly than domestic patenting, which  » R e w
essentially flat until the late 1980s. In addition, universit o

patenting has increased more rapidly than university r ®® o e 0 2zm® 7‘;;;;:;;:3’79 2081 82 8 84 85 80 87 8
search spending, causing the ratio of university patents to
R&D to more than triple over the period. In contrast the ratio

of domestic patents to domestic R&D nearly halved over the TABLE 1.—ToP 10 INSTITUTIONS FORUNIVERSITY PATENTS, 1991

same period. Thus universities’ “propensity to patent” has Institution Eztjr:‘tt
been rising significantly at the same time that the overall

propensity to patent has been falling. Note that the increase Massachusetts Institute of Technology 100
. . it tenti h b fairl ti - th University of California 91
in university patenting has been fairly continuous since the  jnersity of Texas a2
early 1970s. There is some evidence of an acceleration in the stanford University 56

late 1980s, but this is a period in which both university  Wisconsin Alumni Research Foundation 44
h and overall patenting accelerate as well, making it rversty of Forida 43

res'earc an b p = 9 ’ 91t jowa State University Research Foundation Inc. 39
difficult to assess its significance. California Institute of Technology 32
This increasing propensity to patent is also evident in a  University of Minnesota 30
Johns Hopkins University 26

significant increase in the number of universities taking out
patents. Whereas in 1965 about 30 universities obtained
patents, in 1991 patents were granted to about 150 universi-
ties and related institutions. Nevertheless, university pateiftg remains highly concentrated, with the top 20 institutions
receiving about 70% of the total, and MIT, the most

Lin our earlier paper (Henderson et al. (1996)) we documented tREOlifically patenting institution, alone receiving about 8%.
existence of a decline in the “quality” of university patents. However, ifThe top 10 institutions and their total patent grants for 1991
that paper we were not able to control for problems such as truncation b#}% shown in table 1
or shifts in citation patterns over time, and we were not able to explore the . . . . . .
causes of the decline in any detail. The increase in university patenting has not been uniform

2By “U.S. patents” we mean patents granted by the U.S. Patent Officacross the spectrum of technologies. Panel A of figure 2

By the end of this period, about half of such patents were granted ; ; :
non-U.S. residents. About 1% of the patents assigned to U.S. universié’?]sows the breakdown of university patents by field over

were taken out by individuals who gave the patent office non-U.§me;> p_angl B ShOWS_ i_t for all patentsThe differences are
addresses. dramatic, if not surprising. By the end of the 1980s, drug and

3 Adetailed description of the data set is given, Henderson et al. (1995)rﬂredical patents comprised about 35% of the university total
is available from the authors as a technical appendix. !

4We prefer to date patents by the year of application rather than the year
of grant, because that is when the inventor identified the existence of a neWFull details of this classification by field are given in Jaffe (1986).
invention, and there are variable lags involved between application anéiThis and all subsequent analyses are based on our 1/100 random sample
grant date. Because of these lags, however, totals by date of applicationddir@l patents. Given the large number of such patents (over 500 per year),
incomplete for years approaching the 1992 data cutoff date, since saime composition by field of the sample is very likely to be close to the
patents applied for at the end of the period were almost certainly still undemposition by field of the universe of all patents. Note that the random
review at the time we collected our data. Thus we terminate osample doesotexclude university patents. Even at the end of the period,
time-sensitive analyses in 1988. however, university patents are less than 2% of the total.
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FIGURE 2.—PATENTS BY BROAD FIELDS Federal Law Affecting University PatentingBefore
University Patents 1980 the federal government had the right to claim all

royalties or other income derived from patents resulting

from federally funded research. Federally funded research-

1200

0T ers could apply for patents, and could assign those patents to
universities, but the exclusive property right associated with
o7 All Other the invention remained with the government whether or not

a patent was issued. The only way that a university could
profit from federally derived patents was to seek a title rights
waiver from the funding agency. Since approximately 70%
of university research during this period was funded by the
federal government, this was a major barrier to widespread
university patenting.

In 1980 Congress passed The Patent and Trademark
Amendments of 1980 (Public Law 96-517), also known as
the Bayh-Dole Act. The Bayh-Dole Act gave universities
(and other nonprofit institutions, as well as small businesses)
20000 All Patents the right to retain the property rights to inventions deriving
from federally funded research. The 1984 passage of Public
Law 98-620 expanded the rights of universities further by
removing certain restrictions contained in the Bayh-Dole
Act regarding the kinds of inventions that universities could
own, and the rights of universities to assign their property
rights to other parties.

Thus since 1984 universities have had very broad rights to
exploit inventions derived from their research, even if it is
federally funded. They can charge royalties for the use of the
patent, and they can assign the patent to a third party if they
so desire. As a result, major research universities now
65 66 67 68 69 70 71 72 73 74 75 76 77 78 7:9 80 81 82 83 84 85 86 a:7 88 typica”y have eXp”Cit pOIiCieS requmng faCUIty and other

Application Year researchers to assign patents deriving from on-campus
research to the university, and specifying how any income
) ) deriving therefrom is to be divided among the institution, the
up from less than 15% in 1965; chemical patents 25-30%searcher, and research centers or departments.
electronic and related patents 20-25%; mechanical patents
10-15%; and about 5% other. In contrast, overall patentingincrease in Organized University “Technology” Offices:
is 30-35% mechanical; 20-25% each for chemical andThough it is obviously difficult to separate the chicken
electronics, 10-15% other; and less than 10% drugs anéim the egg, since the passage of the Bayh-Dole Act there
medical. Thus universities are much more interested in drugss been a dramatic increase in the scale and significance of
and medical technologies, and much less interested tife patenting and technology licensing function at universi-
mechanical technologies, than other inventors, and thes. The Association of University Technology Administra-
difference has increased over time. tors (AUTM) has recently begun conducting surveys of its
members. The surveyed institutidesnployed 767 full-time
B. The Broader Context of Increased University Patenting equivalent professional employees in technology transfer
%nd licensing activities. In 1993 they received royalties

There are several possible explanations for this drama\o?aling about $375 million on about 4016 licensing agree-

Increase in patenting bgha\_/lor. Changes in fe_de_ral Ia\’vents; more than 4000 additional active agreements were
affecting university patenting in 1980 and then again in 19 ;

ST . X - not currently generating revenée.

made it significantly easier for universities to patent the

results of federally funded research. Industry funding ofr syney responses came from 112 U.S. institutions that were granted
university research has notably increased and at the sare® patents in Fiscal Year 1992, compared to our data, which indicate that

time there has been a substantial increase in organiz”é@l“t 1500 patents were granted to over 150 institutions. Thus survey
totals are lower bounds on the actual numbers.

university “technology transfer” or “licensing” offices. “sthe AUTM Licensing Survey, Fiscal Years 1991, 1992, and 1993.
Since all three changes occurred roughly simultaneoushyjT™ categories included in the quoted totals are U.S. universities, U.S.

their different effects cannot be easily separated, but it sedfgpitals, third-party management firms, and research institutes. Excluded
: are government and Canadian universities. The royalty total has been

plausible that all three have played an important role Wjsted to eliminate double counting, which results from shared license
increasing the number of university patents. agreements (personal communication, Ashley Stevens, AUTM).
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TABLE 2.—CORRELATION COEFFICIENTS ACROSSKEY PATENT-RELATED VARIABLES, 1993 hATA

FTEs for
Licensing Gross Industry Public
Activities Disclosures Royalties Support Support
Total U.S. patents filed 0.88 0.91 0.71 0.69 0.82
(113) (112) (112) (110) (113)
FTEs 0.84 0.81 0.61 0.86
(112) (112) (110) (113)
Disclosures 0.72 0.66 0.83
(112) (109) (112)
Royalties 0.53 0.71
(109) (112)
Industry support 0.64
(110)

SourceThe AUTM Licensing Survey.
Notes: Figures in parentheses are number of observations. The number of observations varies because not all universities participating in the survey
provide comprehensive data.

Increased Industry Funding of University Researcin- conclusions as to the relative importance of these various
other factor that may be related to the increase in universfgctors.
patenting is an increase in industry funding of university
research from 2.6% in 1970 to 3.9% in 1980 and 7.1% in Ill.  Characterizing University Patenting
19949

It is clearly impossible to assign the roles of “cause
“effect” to these different trends. The increase in UniverSity The flow of technology out of universities almost cer-
patenting predates the passage of the Bayh-Dole Act, lafhly contributes to technological innovation in the private
continued exponential growth probably could not have beggctor (Jaffe (1989)), and there is a widespread belief that
sustained without removal of the cumbersome barriers fgore effective transfer of technology from universities to the
patents from federal research. The increase in universitiggyate sector would be beneficial to innovation and growth
institutional commitment to patenting, in the form of newu_s_ GAO (1987) and National Academy of Sciences
and expanded licensing offices, would likely not havejggsy)). In this light, to the extent that it signals an increase
occurred if the |mpetUS toward more commercial researﬁh the successful commercial app”cation of university-
and the change in federal law had not occurred. But onggrived technology, the rapid increase in university patent-
created, these offices presumably facilitate the patent ap%ig would appear to be a highly desirable trend. However,

» ané- Citation-Based Measures of Importance and Generality

cation process and thereby contribute to the increasggtents vary tremendously in their importance, making it
patenting. Finally, increased industry funding is probabiyangerous to draw conclusions about aggregate technology
partially a response to universities’ increased interest flgws based on numbers of patents (Griliches (1990)). In this
applied research, but it, in turn, increases the resources dgetion we look more carefully at the university patents, to
these activities and thereby also supports increased patgpiderstand better what the patent data do and do not say
Ing. about increases in the flow of technology out of universities.
Table 2 illustrates this close correlation quantitatively. For In an earlier paper (Trajtenberg et al. (1996)) we used
the 113 universities reporting comprehensive data to AUTNhtent citation data to construct a variety of measures that we
it presents correlations across patenting rates, employeemiBrpreted as capturing the importance or “basicness” of
the licensing office, invention disclosures, gross royalitieghe invention covered by a patent. Implicit in this approach
and the level of industrial and publicly funded support. I a view of technology as an evolutionary process, in which
these cross-sectional data patenting rates are less correlgigdignificance of any particular invention is evidenced, at
with levels of industry funding than with levels of publicieast partly, by its role in stimulating and facilitating future
funding, disclosure rates, or the size of the licensing officgyentions. We assume that at least some of such future
suggesting that increased industry funding may be leggentions will reference or cite the original invention in
important in driving patenting behavior than changes in thgeir patents, thereby making the number and character of
law and the expansion of technology licensing offices, bdftations received a valid indicator of the technological

the high degree of serial correlation evident in the raghportance of an invention (Trajtenberg (1990a) and Carpen-
longitudinal data make it impossible to draw any firer and Narin (1993))°

9 With federal funding at 60 to 70% of the total, the remainder is funded!® Citations or references serve the legal function of delimiting the scope
by state and local governments and institutions’ own funds. of patent protection by identifying technological predecessors of the
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We use two citation-based measurmportance and TABLE 3.—COMPARISON OF UNIVERSITY AND RANDOM SAMPLE PATENTS

generality We define importance as Importance Generality
1965-1988 1975-1988
Neiting n=28,313 n= 14,775
Importance = Nciting + \ E Nciting . Random sample mean
j=1 Drug/medical 4.00 0.258
Chemical 3.87 0.296
where 0< \ < 1 is defined as an arbitrary discount factor, ~ Segronics, etc. 323 o
which in the previous paper we set to 0.5. In the absence of Al other 347 0.203
dapa abo.ut second-generatlon citations in the data set on Overall university difference. 0.918 0.0452
which this paper relies, we here setequal to zero and controlling for field (0.072) (0.0049)
measure importance simply by total citations received. University difference by field
The second citation-based measure that we ugerisral- Drug/medical 0.311 -0.0168
ity. We hypothesize that patents that cover more “basic” (0.199) (0.0135)
research will be cited by work in a broader range of fields, chemical 0.416 0.0480
and define generality as (0.124) (0.0087)
Electronics, etc. 1.718 0.0582
General =1 — 2 Nitin Mechanical 1.290 0.0740
k=1 g (0.153) (0.0107)
; : . All other 0.396 0.0148
wherek is the index of patent classes amds the number of (0.255) (0.0180)

different classes to which the citing patents belong. Notieg—— —— . . ” P —————
that OS Generals 1, and that hlgher values represent |e$£(?::S tandard errors are in parentheses. Differences are estimated controlling for application-year
concentration and hence more generality. In our previous
paper we were able to show that both of these measures were _
reassuringly high for a number of patents that are known i@y application years and technological areas, and dummy
have had a very significant impact on their field. variables for whether or not the original patent was a
Citation-based measures of importance and generality d#giversity patent. These regressions are based on application
to some extent, influenced by variations in citation practic¥§ars 1965-1988 forimportance and 1975-1988 for general-
across time and technological areas. They are also véy' Over the entire period, controlling for technological
influenced by the fact that when we count the citations offigld effects and time effects, university patents received
patent issued in' for example, 1989, we are missing maﬂynost 25% more citations on average, and this difference is
more of the citations that it will ultimately receive than wdlighly significant statistically. They were also about 15%
are missing in our count of the citations of a patent issued'fore general, again a statistically significant difference.
1975. For these reasons, when comparing importance Ihlese overall averages conceal a moderate amount of
generality it is necessary to control for both time andariation across fields. The difference between university

technological field effects. and random sample patents is largest in electronics and
mechanical patents, and smallest in the drug/medical area.
B. Comparing University and Random Sample Patents These results control for time effects, but they do not

allow the university/random sample difference itself to vary
As a first step in exploring the degree to which thgver time. Results of regressions that allow each year cohort
increase in university patenting rates reflects an increasigfgpatents to have its own university/random sample differ-
transfer of knowledge to the private sector, we first exploggce are shown in table 4 and again graphically in figui%e 3.
the degree to which university patents are more important@hile the year-by-year differences are somewhat noisy,
more general than the random sample of patents and thgre is a clear overall trend: the university/random sample
degree to which this has changed over time. difference grew during the 1970s, reached a plateau during
Table 3 presents the results of regressions of our measufRs period from about 1975 through about 1982, and fell
of importance and generality on a series of dummy variablegnificantly after that. The differences between the two

patented invention. Thus if patent 2 cites patent 1, it implies that patent 1! The generality measure cannot be calculated for the pre-1975 patents
represents a piece of previously existing knowledge upon which patenb@cause we lack information on the citing patents before 1975, and we
builds, and over which patent 2 cannot have a claim. The applicant hateaminate the analysis in 1988 because a significant fraction of 1989

legal duty to disclose any knowledge of the prior art, but the decision aséapplications might be granted after mid-1992, when our data end. Also,

which patents to cite ultimately rests with the patent examiner, who tisose granted in 1990 and 1991 would have very little time to receive

supposed to be an expert in the area and hence to be able to idertifgtions.

relevant prior art that the applicant misses or conceals. Trajtenberdf To make sure that the university/random sample difference is not due
(1990a,b) showed that citation-weighted patents were a good proxy for thethe different technological foci of the two samples, the regressions

consumers’ surplus generated by inventions. For more discussion of thported in table 4 replace the five technology field dummies used in table
value and limitations of citation data, see Trajtenberg et al. (1996). 2 with 364 separate dummies for patent office patent classes.
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TABLE 4.—COMPARISON OF UNIVERSITY AND RANDOM SAMPLE
PATENTS OVER TIME

University/Random Sample
Mean Difference

Importance Generality
Year (1) 2)
1965 0.42
(0.29)
1966 1.63
(0.52)
1967 -0.15
(0.41)
1968 0.10
(0.35)
1969 0.06
(0.44)
1970 0.82
(0.42)
1971 1.38
(0.41)
1972 1.48
(0.41)
1973 1.82
(0.38)
1974 1.08
(0.35)
1975 2.54 0.053
(0.35) (0.019)
1976 1.82 0.065
(0.34) (0.019)
1977 1.3% 0.048
(0.34) (0.020)
1978 2.02 0.04¢
(0.34) (0.019)
1979 1.13 0.052
(0.31) (0.018)
1980 1.9% 0.05F
(0.31) (0.017)
1981 1.68 0.08G
(0.31) (0.018)
1982 0.98 0.05%
(0.31) (0.018)
1983 0.97 0.028
(0.30) (0.017)
1984 0.47 0.024
(0.28) (0.017)
1985 0.40 0.037
(0.28) (0.017)
1986 0.06 0.013
(0.27) (0.017)
1987 —-0.07 0.043
(0.25) (0.017)
1988 —0.08 0.012
(0.24) (0.019)
Year Dummies Significant Significant
Patent class controls Significant Significant

Notes:2 Significant at the 1% level.
b Significant at the 5% level.
¢ Significant at the 10% level.

FIGURE 3.—UNIVERSITY RANDOM SAMPLE CONTRAST OVERTIME
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groups are statistically significant between 1970 (1975 for
generality) and about 1982 or 1983. After that the two
groups are not statistically different from one another in
either generality or importance.

C. Robustness of the Apparent Decline

This decline in relative importance and generality appears
to be robust to a number of factors, including truncation bias
or possible shifts in citation patterns over tiftdn the first
place, they are robust to time—field interaction effects. If it
were the case, for example, that drug patents have become
increasingly less citation intensive over time, then university
patents (which are increasingly concentrated in the drug/
medical area) would appear to be increasingly less important
in the sense of receiving fewer citations, because the
regressions reported in table 4 control only for #werage
level of citations in drug-related patent classes. However,
rerunning the regressions of tablesdparatelyfor each of
the five major fields yields results (not reported here) that
suggest that the decline in the university advantage occurs
across all fields and is thus not a result of any difference in
composition by field across the two groups.

A second possibility is that the decline is an artifact of the
truncation of the citation information in 1992. There are a
number of reasons to suspect that such bias could be present.
Suppose, first, that the pattern of the distribution of citations
over time is identical for both university and random sample
patents, but that in every year university patents receive
proportionately more citations. Thus it might take several
years for the cumulative difference between university and
other patents to become significant, and the apparent disap-
pearance of the difference between the two groups at the end
of the observed period could simply reflect the fact that there
has been insufficient time for the difference between the two

13 Details of the analyses summarized in this subsection are given in
Henderson et al. (1995) or are available from the authors.
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groups to become apparent. However, a simple test of thig/rRe4.—QTATION INTENSITY OF UNIVERSITY PATENTS RELATIVE TO RANDOM
idea—rerunning the regression in logs, thereby capturing the SAMPLE OVER TIME BY PATENT RANKING OF INSTITUTION IN 1988
proportionatedifference between the two groups rather the 2 S
the absolute difference—produces results, (not reproducg --x--Top Decile x E R
here) that are broadly consistent with thosg reported ab’ov1§ 1 —a—Mddecroup - x®x -
Thus the results probably cannot be explained by truncatig | o= Bottom Ee L
of lag distributions, if the two distributions have the samg Quartile X,
shape. y

A third, more subtle possible problem is that universitg
patents may on average come later than those for priv‘é 1
firms, so that the truncation has a more severe effect on thg
than on the random sample patents. However, a regress os
that estimates the difference between the average univerg
and random sample patents in a given year, controlling 1§ °
the predicted levels based on the years remaining i
truncation and the average citation lag Structure for €a e g e e o 1 7 % 5 7 7 0 0 30 o1 22 30 o0 85 %0 @7 o
sample, gives very similar results to the simpler one Application Year
repqrt_ed ear”er1 Wlth the UniVErSity/COfporate diﬂ:erenlceNo_tes_: Top decile—top 10% of institutions in terms of patents in 1988; bottom quartile—bottom
dechmng sharply around 1981 or 1982 and becomm]gartlleln 1988 plus institutions that had no patents in 1988; middle group—everyone else.
statistically insignificant shortly thereafter.

In summary, then, university patents in all fields were
more important and more general than average in the 1970sSimple counts suggest that smaller institutions are indeed
This advantage disappeared in all fields by the mid-198Q@mtenting more intensively. Since 1965 the fraction of
and this disappearance does not appear to be an artifacpatents going to the top four institutions has fallen from

truncation or of the way in which citation patterns havabout 50% to about 25%. The Herfindahl index of concentra-

to Ra

‘_!

changed over time. tion across institutions has also declined, from about 0.1 in
1965 to about 0.04 in 1988. These smaller institutions are
IV.  The Nature of the Decline indeed getting less important patents. Figure 4 shows the

. . . . results of running regressions analogous to that underlying
2 . . . X

Wh.at, then may be causing th_|s o!ecllne. One Ioglcali ure 3, but allowing the difference between university and

plau§|ble candidate—the increasing Importance of nONUDLdom sample patents to differ not only over time but also

versity patents—can probably be easily dismissed, g'Vf’?l?cording to the size of the institution. To control for size we

:Eg:é:;nsmvrvg Iennéli?ur; 1’attr:e?]tla%'ehégg\?:rz\a/vuereatirﬂz]?%‘% ouped all institutions that got any patents over the period
9 prop y P : P to three categories: (1) those institutions in the top decile

ratio, Wh'?h had been falh_ng for most of this century, begaiﬂ terms of the number of successful patent applications in
to rise slightly, probably in response to the creation of %988;15 (2) those institutions that got fewer patents than the
special court of appeals for hearing patent cases, and decile but more than the bottom quatrtile in 1988; and (3)

f(;szgcl?kgﬁhsoe(;/dert%la?ei;%?: \E\r/}ﬁtbt:ea\(/een fl?rif(?s(git:a; 6'se institutions that were in the bottom quatrtile in terms of
P atent total in 1988 plus those that had no successful

(1.988))' we suspect that these chgnges have made pate ications in 1988 but received at least one patent from
slightly more attractive, all other things equal, thus makmgé me other year. The results are illustrated in figure 4. The

fhcon%mm dto .patterzlnt |deas”qf Iowter expefcteq qtuallty tarp sults show that, except possibly for a few years in the
erebyreducingtne overail importance ot private Sectolye ng half of the 1970s, the bottom group of universities

patents. never produced patents that were statistically distinguish-

Our results suggest instead that the decline in the relatlélgle from the random sample, whereas the 15 schools that

importance and generality of university patents had tV\fzoomprise the top decile of institutions had patents that were

prmc_lpal components. First the f_act that an INCreasiNen more superior to the random sample than those of other
fraction of university patents is coming from smaller institu-

tions. which have alwavs produced patents that were notuniversities. Thus the fact that an increasing fraction of

Co ys b patents versity patents is coming from smaller institutions does
highly cited as those from the larger institutions, and seco eed seem to be partially responsible for the overall
a general decline in average quality that encompasses eye

L : ) Biine in the average importance of university patents.
the best institutions triggered "?‘rge'y by a_large INCrEASe \fbtice that figure 4 also suggests, however, that even the
the number of patents that receive no citations at all. ’ '

14 This requires eliminating from both groups those patents with zero'> The distribution of patenting activities across universities is very stable
citations. The overall difference in importance between the two groupsaser time, so that the choice of a particular year to divide the sample—in
about 15%. This overall difference conceals variation, with a high of abotlis case 1988—seems unlikely to introduce any particular bias into the
30% in the mid to late 1970s, falling to insignificance by 1984. results.
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FIGURE 5.—TOTAL UNIVERSITY PATENTS, “W INNERS,” AND “L OSERS V. Conclusion

1000 50

We have shown that the relative importance and general-
t 45 ity of university patents has fallen at the same time as the
sheer number of university patents has increased. This
decrease appears to be largely the result of a very rapid
increase in the number of “low-quality” patents being
granted to universities.

What are the policy implications of this result? From a
theoretical perspective, the Bayh-Dole Act and the increase
in industry funding had two distinct effects on university
incentives. Both the incentive to perform research that could
T be expected to produce important commercial inventions,
110 and the incentive to patent and license whatever commercial
inventions were produced increased. Clearly, the Bayh-Dole
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tox IN Act has been a success with respect to the second of these
i el anenon aodii SN I incentive effects. Both the rate of patenting and the extent of
65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 licensing have increased dramatically. In this context it is
Application Year important to emphasize that even thought the body of

Notes: Losers—patents with no citations by end of period; winners—patents with more citations wdncited university patents that we have observed is prObably
mean of top 10% of random sample patents from same year: less valuableper patentthan previous university patents,

these patents are not worthless in the aggregate. Some of

very best institutions have seen a decline in the relati\t)%ese uncited patents are licensed and are commercially

valuable. Before the Bayh-Dole Act they would probably

guality of their patents since about 1983. . A . ‘
The second major component of the decline in avera at havg been either patented or Ilcenseq, and the invention
gerlylng them would have been unlikely to generate

uality appears to be the presence of an increasing numig ; ) . . . ;
d Y app ’ g commercial benefits. Thus the increase in university patent-

of “low quality” university patents as the institutional .
changes that we outlined above have substantially increal2gjProbably reflects an increased rate of technology transfer

universities’ propensity to patent. Figure 5 illustrates thf9 the private sector, and this has probably increased the
trend dramatically. It shows the overall increase in patentifgcial rate of return to university research.

(the heavy middle line), juxtaposed with two contrasting In contrast to the impact on theansferof technology, our
components of that total. results suggest, however, that the Bayh-Dole Act and the

The dashed line at the top is the number of higifther related changes in federal law and institutional capabil-

importance patents, dubbed “winners” in the graph any have not had a significant impact on the underlying rate
plotted on the right-side axis. This is the number of paterf§ generation of commercially important inventions at
that received more citations than the mean of the top 10%Wtiversities. Universities either did not significantly shift
random sample patents from the same year. This seri@gir research efforts toward areas likely to produce commer-
increasesfaster than the overall total up until the earlycial inventions, or, if they did, they did so unsuccessfully. It
1980s, implying that the proportion of very importants unclear, of course, whether it would be socially desirable
patents was increasing over this period. From 1981 dhuniversities shifted their research efforts toward commer-
however, this series fluctuates up and down with no clegigl objectives. It is likely that the bulk of the economic
trend and despite the approximate doubling in the totaenefits of university research come from inventions in the
number of patents after 1980, there is no increase in thevate sector that build upon the scientific and engineering
number of very important patents. base created by university research, rather than from commer-
The bottom line is the number of “losers”—the numbecial inventions generated directly by universities. In other
of patents each year that received no citations. It is virtuaNyords, if commercial inventions are inherently only a
flat until the early 1980s, showing that the roughly fivefolgecondary product of university research, then it makes
increase in overall patenting up until that time was neense for policy to seek to ensure that those inventions that
accompanied by much of an increase in the number of theke appear are transferred to the private sector, but not to
low-importance patents. After about 1981, however, thi®pe to increase significantly the rate at which university
number increases dramatically, until by 1987 nearly half oésearch directly generates commercial inventions. This
all university patents are receiving no citations. This ireppears to be what has occurred.
crease appears to reflect a real change in the composition dfrom a methodological perspective, our results show that
university patents, and is quite robust to controls for bothis possible to use citations to improve the usefulness of
field and truncation bias. patent statistics as economic indicators. The economic
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usefulness of these widely available data has been limited®yliches, Z., “Patent Statistics as Economic Indicators: A Survey,”
their perceived noisiness. Even in the time-series dimension Journal of Economic Literaturé8 (1990), 1661-1707. =

h h ff d . bi K - . Hehderson, Rebecca, Adam Jaffe, and Manuel Trajtenberg, “Universities
where cohort eifects and truncation bias make Cltalion " 55 5 source of Commercial Technology: A Detailed Analysis of
comparisons difficult, the use of a reference group and  University Patenting 1965-1988,” Working Paper 5068, NBER
careful controls for technology field allowed us to produce  (Mar. 1995).

; ; ; vyar—— The Bayh-Dole Act and Trends in University Patenting 1965—
fa_urly clear results re_gardlng the.Changmg hature of umve.r 1988,” in Proceedings of the Conference on University Goals,
Sity patents. We believe that this te_chnlque can be_ readily  |nstitutional Mechanisms and the “Industrial Transferability” of
applied to other data, thereby greatly increasing the signal-to- ResearchStanford Center for Economic Policy Research (1996).
noise ratio in patent data. Jaffe, Adam, B., “Technological Opportunity and Spillovers of R&D:

Evidence from Firrus Patents, Profits and Market Valdeyferican
Economic RevieDec. 1986), 984-1001.
“Real Effects of Academic Research,American Economic
I . . . . I Review79 (1989), 957-970.
Archlbagel\,/ig\./\,l ,.Fs)itigﬂgggagg gr&gﬁg|Ig%:ic;:rygf(Iggg)rlos[ggfgflsgr?novatlon. 6affe, Adam, Manuel Trajtenberg, and Rebecca Henderson, “Geographic
AUTM, The AUTM Licensing Survey, Fiscal Years 1993, 1992, 1991 Localization of Knowledge Spillovers as Evidenced by Patent
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